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Supporting compute, storage, network, software infrastructure, etc. together constitute the AI Tax.
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**Face Recognition Algorithm**

*Face Recognition* is Google’s FaceNet as a data center application.

![Diagram of Face Recognition Algorithm]
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Face Recognition is Google’s FaceNet as a data center application.
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**AI Tax - Analysis**
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while True:
    frame = queue.get()
    start = time.time()
    faces = detect_faces(frame)
    end = time.time()
    size = sys.getsizeof(faces)
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
    producer.send(faces)

Logging is designed to raise the level of abstraction. We view application progress from the data center perspective.
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Pre- and post-processing are heavily utilized within stages.
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AI Acceleration - Emulation Technique
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while True:
    frame = queue.get()
    start = time.time()
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    log = {
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        'size': size
    }
    logger.info(log)
while True:
    frame = queue.get()
    start = time.time()
    time.sleep(avg_time)
    end = time.time()
    producer.send(faces)
    size = sys.getsizeof(faces)
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
while True:
    start = time.time()
    time.sleep(avg_time)
    end = time.time()
    frame = queue.get()
    producer.send(frame)
    size = sys.getsizeof(frame)
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
while True:
    frame = queue.get()
    start = time.time()
    time.sleep(avg_time)
    end = time.time()
    producer.send(os.urandom(avg_size))
    size = avg_size
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
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while True:
    frame = queue.get()
    start = time.time()
    time.sleep(avg_time)
    end = time.time()
    producer.send(os.urandom(avg_size))
    size = avg_size
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
```
while True:
    frame = queue.get()
    start = time.time()
    time.sleep(avg_time)
    end = time.time()
    producer.send(os.urandom(avg_size))
    size = avg_size
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
while True:
    frame = queue.get()
    start = time.time()
    time.sleep(avg_time)
    end = time.time()
    producer.send(os.urandom(avg_size))
    size = avg_size
    log = {
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        'size': size
    }
    logger.info(log)
while True:
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    start = time.time()
    time.sleep(avg_time/speedup)
    end = time.time()
    producer.send(os.urandom(avg_size))
    size = avg_size
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
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```python
while True:
    frame = queue.get()
    start = time.time()
    time.sleep(avg_time/speedup)
    end = time.time()
    producer.send(os.urandom(avg_size))
    size = avg_size
    log = {
        'start': start,
        'end': end,
        'size': size
    }
    logger.info(log)
```

With faster processing, we feed frames into the system faster to maximize throughput
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**AI Acceleration - Results**
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<table>
<thead>
<tr>
<th>Latency (ms)</th>
<th>Ingest/Detect</th>
<th>Broker</th>
<th>Identify</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>700</td>
<td>1x</td>
<td>4x</td>
<td>8x</td>
<td>70</td>
</tr>
<tr>
<td>600</td>
<td>2x</td>
<td>6x</td>
<td></td>
<td>60</td>
</tr>
<tr>
<td>500</td>
<td>3x</td>
<td>8x</td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>400</td>
<td>4x</td>
<td></td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>300</td>
<td>5x</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>200</td>
<td>6x</td>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>100</td>
<td>7x</td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>8x</td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Frames per Second (x1000)
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Latency (ms)

<table>
<thead>
<tr>
<th>Ingest/Detect</th>
<th>Broker</th>
<th>Identify</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>200</td>
<td>300</td>
</tr>
<tr>
<td>200</td>
<td>400</td>
<td>500</td>
<td>600</td>
</tr>
<tr>
<td>300</td>
<td>600</td>
<td>700</td>
<td>800</td>
</tr>
</tbody>
</table>

Frames per Second (x1000)

- 1x: 0
- 2x: 10
- 4x: 20
- 6x: 30
- 8x: 40
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![Graph showing latency and throughput comparisons]
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[Bar chart showing latency and throughput for different acceleration levels (1x, 2x, 4x, 6x, 8x).]
Accelerated AI: Reduced Latency and Increased Throughput

At 8x speedup, the average latency goes to infinity. The longer the experiment runs, the greater the latency.
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As storage utilization approaches the limits of the devices, it becomes the limiting factor to performance.
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### Additional Drives

<table>
<thead>
<tr>
<th>Drives</th>
<th>Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8x</td>
</tr>
<tr>
<td>2</td>
<td>12x</td>
</tr>
<tr>
<td>3</td>
<td>16x</td>
</tr>
<tr>
<td>4</td>
<td>24x</td>
</tr>
</tbody>
</table>

### Additional Brokers

<table>
<thead>
<tr>
<th>Brokers</th>
<th>Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8x</td>
</tr>
<tr>
<td>4</td>
<td>12x</td>
</tr>
<tr>
<td>6</td>
<td>16x</td>
</tr>
<tr>
<td>8</td>
<td>24x</td>
</tr>
</tbody>
</table>

Colors:
- Blue: 8x
- Orange: 12x
- Green: 16x
- Red: 24x
- Purple: 32x
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**Optimization - Edge Data Centers**
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Advantages of an Edge Data Center

Smaller corporations are finding edge data centers more economical than the cloud.

Edge data centers offer lower latency by serving local users.

Edge data centers can be built to target a specific application domain.

Sources
https://www.networkworld.com/article/2926448/7-key-criteria-for-defining-edge-data-centers.html
https://www.vxchnge.com/blog/what-is-an-edge-data-center
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Optimization - Two Designs
Edge Data Center
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### Targeted Data Center Design
Optimizing for Total Cost of Ownership

<table>
<thead>
<tr>
<th>Homogeneous</th>
<th>Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Homogeneous Icon]</td>
<td>![Heterogeneous Icon]</td>
</tr>
<tr>
<td>56 core</td>
<td></td>
</tr>
<tr>
<td>1 Drive</td>
<td></td>
</tr>
<tr>
<td>100 GbE</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Compute Node</th>
<th>Broker Node</th>
</tr>
</thead>
</table>
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- CPU
- Hard Drive
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We assume a three-year amortization of costs.

<table>
<thead>
<tr>
<th></th>
<th>Compute</th>
<th>Networking</th>
<th>Power</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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We assume a three-year amortization of costs.

<table>
<thead>
<tr>
<th>Component</th>
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<th>Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td>Networking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td>100%</td>
</tr>
</tbody>
</table>

- **Homogeneous**
- **Heterogeneous**
Comparing Total Cost of Ownership

We assume a three-year amortization of costs.

<table>
<thead>
<tr>
<th></th>
<th>Homogeneous</th>
<th>Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td>Networking</td>
<td>100%</td>
<td>23%</td>
</tr>
<tr>
<td>Power</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Overall</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
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We assume a three-year amortization of costs.

<table>
<thead>
<tr>
<th>Component</th>
<th>Homogeneous</th>
<th>Heterogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td>Networking</td>
<td>100%</td>
<td>23%</td>
</tr>
<tr>
<td>Power</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Overall</td>
<td>100%</td>
<td>84%</td>
</tr>
</tbody>
</table>

- Homogeneous: $12.9 million
- Heterogeneous: $10.8 million
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Comparing Total Cost of Ownership

We assume a three-year amortization of costs.

The targeted, heterogeneous data center incurs 16% lower total cost of ownership.

Designing the data center to match the needs of the application, we created a better data center at lower cost.

- Compute: Homogeneous $12.9 million, Heterogeneous $10.8 million
- Networking: Homogeneous 84%, Heterogeneous 100%
- Power: Homogeneous 23%, Heterogeneous 100%
- Overall: Homogeneous 100%, Heterogeneous 100%
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Calls to Action

• To fully understand AI applications, **we must consider the overhead of the AI tax** in end-to-end performance.

• As we accelerate AI, **we must consider new bottlenecks** that manifest as AI tax.

• We cannot limit our view of AI to microarchitectural considerations. **We need data center-level optimizations to address data center-level bottlenecks.**
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